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Abstract: Present paper is devoted to study of uniformly convergence of spectral expansions in a closed domain. We consider here as a spectral expansions eigenfunction expansions connected with one Schrodinger's operator with singular potential in two dimensional domains with smooth boundary.
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## INTRODUCTION

One of very important operators in quantum mechanics is Schrödinger's operator with singular potential. This operator is acting on the functions belonging to the Hilbert space [1]. As a domain of this operator we can consider appropriate the Sobolev spaces [2, 3] and domain must be such that the operator must be self-adjoint [3]. For self-adjoint operator the eigenvalues are real and the eigenfunctions form a complete set of orthogonal functions so that any function of the Hilbert space of the system can be expanded in this set in strong topology. If Schrödinger's operator is "good' perturbation of Laplace operator then corresponding extension can be self-adjoint operator. For example, for the potentials from $W_{2}^{1}(\Omega)$ first boundary value problem in smooth domain is self-adjoint [4]. When the Hamiltonian H of the system is a self-adjoint operator, then the solution of the time-dependent Schrodinger equation can be presented by spectral expansions connected with corresponding Hamiltonian. In its term finding this solution leads to the investigation of convergence and summability problems, related to the eigenfunction expansion in a closed domain. Methods of study of spectral expansions in compact subsets of the domain is well developed and known (see in [2]). But n closed domains some difficulties occur near the boundary. These difficulties can be avoided if we consider boundary conditions that help to estimate eigenfunctions expansions in the closed domain. study convergence and/or summability of such spectral

[^0]expansions. In case of free Hamiltonian corresponding methods and theory developed by many scientists (see in $[2,5]$ ).

In present paper we study uniformly convergence of regularized eigenfunction expansions connected with Schrodinger's operator in a class of continuous functions. This problem for the free Hamiltonian operator was studied by A. A. Rakhimov in [6] and in case of spectral expansions connected with arbitrary elliptic operator with smooth coefficient by Sh.A. Alimov and A.A. Rakhimov in [7, 8]. Eigenfunction expansions connected with Schrodinger's operator in compact subsets of the domain studied by A.R. Khalmukhamedov [9]. Estimation of the eigenfunctions for free Hamiltonian was obtained by E.I. Moiseev in [10] and he obtained uniformly convergence in the Sobolev spaces.

## Definitions and Formulations of the Results

Let $\Omega$ a bounded domain in $R^{2}$ with smooth boundary $\partial \Omega$. We will consider potential function $q(x)$ as a positive function from Sobolev's space $W_{2}^{1}(\Omega)$ with singularities at a point $x_{0} \in \Omega$ (or in finite numbers of points) and enough smooth out of this point, so we can suppose that all volume improper integrals below which contains this function and its partial derivatives are exist and finite. Also we will suppose that first eigenvalue problem for the corresponding Schrödinger's operator with potential $q$ produce selfadjoint operator so the problem has countable number Eigenfunctions $u_{n}(x)$ answering to the eigenvalues $\lambda_{n}$. First, we will consider estimations for the solutions of the following boundary value problem:

$$
\begin{equation*}
\Delta u+q u+\mu^{2} u=f \tag{1}
\end{equation*}
$$

$\left.u\right|_{\partial \Omega}=0$
where $f \in L_{2}, \Delta$ is Laplace operator.
Following estimation for the solution of the problem (1)(2) in a closed domain $\bar{\Omega}$ is important for this paper.

Lemma 1: For any solution of the problem (1)-(2) following estimation is valid.

$$
\begin{equation*}
\|u\|_{c(\bar{\Omega})} \leq \sqrt{\frac{\ln ^{2} \mu_{0}}{\mu_{0}}}\|f\|_{L_{2}(\Omega)}, \quad \mu_{0}=\operatorname{Re} \mu, \tag{3}
\end{equation*}
$$

where ${ }^{\mu_{0} \rightarrow \infty}$.
Proof of this statement can be found in [7].
The Riesz means of nonnegative order $s$ of the partial sums of eigenfunction expansions by system $\left\{u_{n}(x)\right\}$ defined by following equality
$E_{\lambda}^{s} f(x)=\sum_{\lambda_{n} \leq \lambda}\left(1-\frac{\lambda_{n}}{\lambda}\right)^{s} f_{n} u_{n}(x)$,
where $f_{n}=\left(f, u_{n}\right)$ and $\left\{\lambda_{n}\right\}$ - a sequence of eigenvalues: $0<\lambda_{1} \leq \lambda_{2} \leq \ldots \ldots . . . . . . . . . \leq \lambda_{n} \rightarrow \infty$.

We prove following theorem
Theorem. Let $f$ a finite and continuous in a domain $G$ function. Then Reisz means (1) of order $s, s>\frac{N-1}{2}$, convergence to $f$ uniformly in a closed domain $\bar{G}$.

## Preliminaries and Auxiliary Lemmas

It is important to obtain appropriate representation of the partial sums of eigenfunction expansion. This representation can be obtained by standard way (see for example in $[4,8]$ ) using mean value formula for the solution of th equation. For any number $h>0$ by $G_{h}$ denote following set $G_{h}=\{x \in G: \operatorname{dist}(x, \partial G)>h\}$.

Let $x \in G_{h}$ и $y \in \bar{G}$. Consider following well-known function of variable $r=|x-y|$ :
$V(r)=\left\{\begin{array}{c}\Gamma(s+1) 2^{s}(2 \pi)^{\frac{-N}{2}} \lambda^{\frac{N}{4}-\frac{s}{2}} \frac{J_{\frac{N}{2}+s}(r \sqrt{\lambda})}{r^{\frac{n}{2}+s}}, r \leq R, \\ 0, \quad R>0\end{array}\right.$,
where $R$ less $\frac{h}{4}, J_{v}(t)$ - Bessel's function of order $v$. For eigenfunctions $u_{n}(x)$ we have following mean value formula in a ball $\{\leq R\}$ with the centre at $x \in G_{h}$ :

$$
S_{t}\left(u_{n}\right)=(2 \pi)^{N / 2} J_{\beta}\left(r \sqrt{\lambda_{n}}\right)\left(r \sqrt{\lambda_{n}}\right)^{-\beta} u_{n}(x)+
$$

$$
\begin{equation*}
+\frac{\pi}{2} r^{-\beta} \int_{0}^{r}\left\{J_{\beta}\left(t \sqrt{\lambda_{n}}\right) Y_{\beta}\left(r \sqrt{\lambda_{n}}\right)-Y_{\beta}\left(t \sqrt{\lambda_{n}}\right) J_{\beta}\left(r \sqrt{\lambda_{n}}\right)\right\}^{\beta+1} S_{t}\left(q u_{n}\right) d t \tag{6}
\end{equation*}
$$

where $\quad \beta=\frac{N-2}{2}, \quad S_{t}(g)(x)=\int_{\theta} g(x+t \theta) d \theta \quad, \quad$ and $J_{v}(t), \quad Y_{v}(t)-$ are Bessel's functions of order $v$.

Note that

$$
\int_{0}^{\infty} J_{a+s}(\sqrt{\lambda} t) J_{a-1}\left(\sqrt{\lambda_{k}} t\right) t^{-s} d t=\left\{\begin{array}{c}
\frac{\left(1-\frac{\lambda_{k}}{\lambda}\right)^{s} \lambda^{s} \lambda_{k}^{\frac{a-1}{2}}}{2^{s} \Gamma(s+1) \lambda^{\frac{a+s}{2}}}, \lambda_{k} \leq \lambda  \tag{7}\\
0, \quad \lambda_{k}>\lambda
\end{array}\right.
$$

Using (6) we obtain following expression for Fourier coefficient of function $\hat{v}(|x-y|)$ :

$$
\begin{align*}
& v_{n}(x)=2^{s} \Gamma(s+1) \lambda_{n}^{\frac{2-N}{4}} \lambda^{\frac{N-2 s}{4}} u_{n}(x) . \\
& \int_{0}^{R} J_{\frac{N}{2}+s}(\sqrt{\lambda} r) J_{\frac{N}{2}-1}\left(\sqrt{\lambda_{n}} r\right) r^{-s} d r+  \tag{8}\\
& +\frac{2^{s} \Gamma(s+1)}{(2 \pi)^{N / 2}} \frac{\pi}{2} \lambda^{\frac{N}{2}} \cdot \int_{0}^{R}(r \sqrt{\lambda})^{-\frac{N}{2}-s} J_{\frac{N}{2}+s}(r \sqrt{\lambda}) \cdot r^{N-1-\beta} . \\
& \cdot \int_{0}^{r} W_{\beta}\left(t, r, \sqrt{\lambda_{n}}\right) \cdot t^{\beta+1} \cdot S_{t}\left(q \cdot u_{n}\right) d t
\end{align*}
$$

where $W_{\beta}\left(t, r, \sqrt{\lambda_{n}}\right)=J_{\beta}\left(t \sqrt{\lambda_{n}}\right) Y_{\beta}\left(r \sqrt{\lambda_{n}}\right)-Y_{\beta}\left(t \sqrt{\lambda_{n}}\right) J_{\beta}\left(r \sqrt{\lambda_{n}}\right)$.
In right side of (8) divide first integral into two part as $\int_{0}^{\infty}-\int_{R}^{\infty}$ and taking into consideration (7) obtain following formula for $\hat{\nu}_{n}(x)$ :

$$
\begin{align*}
& v_{n}^{\lambda}(x)=\delta_{n}^{\lambda} u_{n}(x)\left(1-\frac{\lambda_{n}}{\lambda}\right)^{s}- \\
& -2^{s} \Gamma(s+1) \lambda_{n}^{\frac{1-N}{4}} \lambda^{\frac{N-1}{4}-\frac{s}{2}} u_{n}(x) I_{1}\left(\lambda, \lambda_{n}\right)+  \tag{9}\\
& +\frac{2^{s} \Gamma(s+1)}{(2 \pi)^{N / 2}} \frac{\pi}{2} \lambda^{\frac{N}{2}} \cdot I_{2}\left(\lambda, u_{n}\right),
\end{align*}
$$

where

$$
\begin{align*}
& I_{1}\left(\lambda, \lambda_{n}\right)=\left(\lambda \cdot \lambda_{n}\right)^{1 / 4} \int_{R}^{\infty} J_{\frac{N}{2}+s}(r \sqrt{\lambda}) J_{\frac{N}{2}-1}\left(r \sqrt{\lambda_{n}}\right) r^{-s} d r \\
& \delta_{n}^{\lambda}=\left\{\begin{array}{ll}
1, & \lambda_{n}<\lambda \\
0, & \lambda_{n} \geq \lambda
\end{array},\right. \\
& I_{2}\left(\lambda, u_{n}\right)=\cdot \int_{0}^{R}(r \sqrt{\lambda})^{-\frac{N}{2}-s} J_{\frac{N}{2}+s}(r \sqrt{\lambda}) r^{N-1-\beta} . \tag{10}
\end{align*}
$$

$$
\int_{0}^{r} W_{\beta}\left(t, r, \sqrt{\lambda_{n}}\right) \cdot t^{\beta+1} \cdot S_{t}\left(q \cdot u_{n}\right) d t
$$

Multiply both side of (9) to $u_{n}(x)$ and take summation by all numbers. As a result obtain following equality in sense of $L_{2}$ by $y$ :

$$
\begin{align*}
& \quad \lambda(|x-y|)=\Theta^{s}(x, y, \lambda)- \\
& -2^{s} \Gamma(s+1) \lambda^{\frac{N-1}{4}-\frac{s}{2}} \sum_{n=1}^{\infty} u_{n}(x) \cdot u_{n}(y) \cdot \lambda_{n}^{\frac{1-n}{4}} \cdot I_{1}\left(\lambda, \lambda_{n}\right),  \tag{11}\\
& +\frac{2^{s} \Gamma(s+1)}{(2 \pi)^{N / 2}} \frac{\pi}{2} \lambda^{\frac{N}{2}} \cdot \sum_{n=1}^{\infty} u_{n}(y) \cdot I_{2}\left(\lambda, u_{n}\right)
\end{align*}
$$

where
$\Theta^{s}(x, y, \lambda)=\sum_{\lambda_{n}<\lambda}\left(1-\frac{\lambda_{n}}{\lambda}\right)^{s} \cdot u_{n}(x) \cdot u_{n}(y)$
is called Reisz means of spectral function.
Left side of (11) in $x \in G_{h}$ and $y \in \bar{G}$, denote by $V(x, y, \lambda)$.
Lemma 2. Following uniformly by $y \in \bar{G}$ estimation for eigenfunctions of first boundary problem for Schrodinger's operator is true:
$\sum_{\left|\sqrt{\lambda_{n}}-\mu\right| \leq 1} u_{n}^{2}(y)=\mathrm{O}\left(\mu \ln ^{2} \mu\right)$
Proof. Let $R(x, y, \mu)$ is the resolvent operator of the problem (1)-(2), so any solution $u(x)$ of the problem can be represented as $u(x)=\int_{\Omega} R(x, y, \mu) f(y) d y$
From Lemma 1 it follows the uniformly on $\mathrm{x} \in \bar{\Omega}$ one has
$\|R(x, y, \mu)\|_{L_{2}(\Omega)} \leq \frac{\ln \mu_{0}}{\sqrt{\mu_{0}}}, \mathrm{R}(\mathrm{x}, \mathrm{y}, \mu) .-\mathrm{L}-2 .(\Omega) . \leq$
as $\mu_{0} \rightarrow \infty$
From the other hand it follows that for any eigenfunction ,u-k.(x) $u_{k}(x)$ we have
$u_{k}(x)=\left(\mu^{2}-\lambda_{k}\right) \int_{\Omega} R(x, y, \mu) f(y) d y$
Thus using Parseval inequality, we obtain

$$
\begin{equation*}
\left|\sum_{\left|\sqrt{\lambda_{n}}-\mu_{0}\right| \leq 1} R(x, y, \mu) f(y)\right| \leq \mu_{0}^{2}\|R(x, y, \mu)\|_{L_{2}(\Omega)}^{2} \tag{14}
\end{equation*}
$$

Then statement of the lemma 2 immediately follows from (13). Lemma 2 is proved.

Then from (12) it follows that for any positive number $\varepsilon$ it is valid estimation:

$$
\begin{align*}
& \sum_{\lambda_{n}<\lambda} u_{n}^{2}(y) \cdot \lambda_{n}^{\varepsilon-1}=\mathrm{O}\left(\lambda^{\varepsilon} \cdot \ln ^{2} \lambda\right)  \tag{15}\\
& \sum_{\lambda_{n}>\lambda} u_{n}^{2}(y) \lambda_{n}^{-\varepsilon-1}=\mathrm{O}\left(\lambda^{-\varepsilon} \cdot \ln ^{2} \lambda\right) \tag{16}
\end{align*}
$$

For integral $I_{1}\left(\lambda, \lambda_{n}\right)$ defined we have following estimation (see in [5]):
$\left|I_{1}\left(\lambda, \lambda_{n}\right)\right| \leq \frac{c}{1+\left|\sqrt{\lambda_{n}}-\sqrt{\lambda}\right|}$
Let $f \in L_{2}(G)$ and $f_{n}$ its Fourier coefficients. Then from estimations (15) and (16) it follows that series
$\sum_{n=1}^{\infty} f_{n} \cdot u_{n}(y) \cdot \lambda_{n}^{\frac{-1}{2}} \cdot I_{1}\left(\lambda, \lambda_{n}\right)$,
convergence uniformly in closed domain $\bar{G}$. Therefore, for any function $f$ from $L_{2}(G)$ integral
$\int_{G} f(x) V(x, y, \lambda) d x$
is continuous by $y \in \bar{G}$.
Let's support of a function $f(x) \in L_{2}(G)$ is in $G_{h}$. Then by definition for Reisz means of partial sum of Fourier series of function $f(x)$ by system $\left\{u_{n}(x)\right\}$, we will have

$$
\begin{align*}
& E_{\lambda}^{S} f(y)=\int_{G_{h}} f(x) V(x, y, \lambda) d x+ \\
& +2^{S} n(s+1) \lambda^{\frac{N-1}{4}-\frac{s}{2}} \sum_{n=1}^{\infty} f_{n} \lambda_{n}^{\frac{1-N}{4}} u_{n}(y) I_{1}\left(\lambda, \lambda_{n}\right)+  \tag{18}\\
& +\frac{2^{s} \Gamma(s+1)}{(2 \pi)^{N / 2}} \frac{\pi}{2} \lambda^{\frac{N}{2}} \cdot \sum_{n=1}^{\infty} f_{n} I_{2}\left(\lambda, u_{n}\right)
\end{align*}
$$

Denote by $B(R, y)$ a ball of radius $R$ with the center at point $y \in \bar{G}$. Then taking into account continuity of function

$$
\begin{aligned}
& \int_{G_{h}} f(x)^{\lambda} v^{\lambda}(r) d x=2^{s} n(s+1)(2 \pi)^{-\frac{N}{2}} \lambda^{\frac{N}{4}-\frac{s}{2}} \times \\
& \times \int_{G_{n} \mid} f(x) J_{\frac{N}{2}+s}(\sqrt{\lambda} r) \cdot r^{-\left(\frac{N}{2}+s\right)} d r
\end{aligned}
$$

and also fact that it is equal to first term in first part equality (13), obtain

$$
\begin{align*}
& E_{\lambda}^{s} f(y)=\int_{G_{h}} f(x) v^{\lambda}(|x-y|) d x+ \\
& +2^{s} \cdot n(s+1) \cdot \lambda^{\frac{N-1}{4}-\frac{s}{2}} \cdot \sum_{n=1}^{\infty} f_{n} \lambda_{n}^{\frac{1-N}{4}} u_{n}(y) I_{1}\left(\lambda, \lambda_{n}\right)  \tag{19}\\
& +\frac{2^{s} \Gamma(s+1)}{(2 \pi)^{N / 2}} \frac{\pi}{2} \lambda^{\frac{N}{2}} \cdot \sum_{n=1}^{\infty} f_{n} I_{2}\left(\lambda, u_{n}\right)
\end{align*}
$$

Lemma 3. let $y \in \bar{G}$. Then uniformly by $y$ we have unequality

$$
\begin{equation*}
\left.\sum_{n=1}^{\infty} u_{n}^{2}(y) \lambda_{n}^{\frac{1-N}{2}}\left[I_{1}\left(\lambda, \lambda_{n}\right)\right]^{2} \leq C \cdot \right\rvert\, n^{2} \lambda \tag{20}
\end{equation*}
$$

Proof. From (15) and (17) taking as $\lambda=1$ it follows

$$
\sum_{\sqrt{\lambda_{n}} \leq 1} \lambda_{n}^{\frac{1-N}{2}}\left[I_{1}\left(\lambda, \lambda_{n}\right)\right]^{2} u_{n}^{2}(y)=O\left(\frac{1}{\lambda}\right) .
$$

Also from (17) , (16) and (15) obtain following estimations:

$$
\begin{align*}
& \sum_{1 \leq \sqrt{\lambda_{n}} \leq \frac{\sqrt{\lambda}}{2}} \lambda_{n}^{\frac{1-N}{2}}\left[I_{1}\left(\lambda, \lambda_{n}\right)\right]^{2} u_{n}^{2}(y)=O\left(\frac{\ln ^{2} \lambda}{\sqrt{\lambda}}\right)  \tag{21}\\
& \sum_{\frac{\sqrt{3 \lambda}}{2} \leq \sqrt{\lambda_{n}}} \lambda_{n}^{\frac{1-N}{2}}\left[I_{1}\left(\lambda, \lambda_{n}\right)\right]^{2} u_{n}^{2}(y)=O\left(\frac{\ln ^{2} \lambda}{\sqrt{\lambda}}\right) . \tag{22}
\end{align*}
$$

For estimating term which answer to the numbers $n$ for which $\frac{\sqrt{\lambda}}{2} \leq \sqrt{\lambda_{n}} \leq \frac{\sqrt{3 \lambda}}{2}$ we use (14) and (17). Denote by $k$ least number for which $2^{x} \geq \frac{\sqrt{\lambda}}{2}$. Then taking into account (14) and (17) obtain
$\sum_{\left|\sqrt{\lambda_{n}-\sqrt{\lambda}}\right| \leq \frac{\sqrt{\lambda}}{2}} \lambda_{n}^{\frac{1-N}{2}}\left[I_{1}\left(\lambda, \lambda_{n}\right)\right]^{2} u_{n}^{2}(y) \leq$
$\left.\sum_{m=1}^{k} \sum_{2^{m-1} \leq\left|\sqrt{\lambda}-\sqrt{\lambda_{n}}\right| \leq 2^{m}} \lambda_{n}^{\frac{1-N}{2}} u_{n}^{2}(y) 4^{1-m} \leq c \cdot \right\rvert\, n^{2} \lambda$

## Lemma 3 proved.

Lemma 4. Let function $f(y)$ continuous and finite in $G$. If $s>(N-1) / 2$, the uniformly by $y \in \bar{G}$ following inequality is valid

$$
\begin{equation*}
\left|E_{\lambda}^{s} f(y)\right| \leq c\|f\|_{\infty} \tag{23}
\end{equation*}
$$

Proof. First estimate each of terms in right side of (19). For estimation of first term we use following estimations for Bessel's function

$$
\left|J_{v}(t)\right| \leq \begin{cases}t^{-1 / 2}, & t \geq 1 \\ t^{v}, & t \leq 1\end{cases}
$$

Then dividing integral in right side of (19) into two obtain

$$
\left|\int_{G_{n}} f(x) \cdot v(r) d x\right| \leq c_{1} \cdot\|f\|_{\infty}
$$

$$
\left[\int_{0}^{1 / \sqrt{\lambda}} r^{N-1} \cdot|v(r)| d x+\int_{1 / \sqrt{\lambda}}^{R} r^{N-1} \cdot|v(r)| d r\right]
$$

It is clear that from estimation of Bessel's function it follows that quantity in quadratic brackets bounded. Now estimate second term in right side of equality (19). For this we apply Holder's inequality and then Parsevvall's equality to the following sum

$$
\sum_{n=1}^{\infty} f_{n} \cdot u_{n}(y) \cdot I_{1}\left(\lambda, \lambda_{n}\right) \quad \lambda_{n}^{\frac{1-N}{4}}
$$

Then from lemma 3 it follows

$$
\left|\sum_{n=1}^{\infty} f_{n} \cdot u_{n}(y) \cdot I_{1}\left(\lambda, \lambda_{n}\right) \cdot \lambda_{n}^{\frac{1-N}{4}}\right| \leq c \cdot \ln \lambda\|f\|_{\infty}
$$

Third term in left side of (19) can be proved as second term. Lemma 4 is proved.

## Proof of the Theorem

For any number $s \geq 0$ convergence of $E_{\lambda}^{s} f(y)$ is always uniformly in closed domain when a function belongs to the space $C_{0}^{\infty}(G)$. Note that space of smooth functions with compact support is dense in the space of continuous function on $G$. Thus a function $f(y)$ which satisfies conditions of the theorem can be approximated by functions from $C_{0}^{\infty}(G)$, which has supports in $G_{h}$, where positive number $h$ depends only from distance between support of the function $f(y)$ and boundary of the domain $G$. Then statement of the theorem follows from lemma 4. Theorem is proved.

## REMARKS

Results of the paper can be used in investigations of the solvability of the problems in quantum mechanics, nuclear physics and mathematical physics.
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