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Abstract:  
 

The primary goal of landslide monitoring is the development and implementation of 
appropriate prediction models. Such models will allow forecasting of the 
anticipated landslide movements and failures. The deployment of these models is 
only possible by the results of geospatial monitoring. However, the measured 
displacements of the monitoring targets mostly have different values that may 
deviate a couple of times for different parts of the observed landslide. Therefore, 
the correct prediction model can be developed for the points with similar 
displacements, or in other words, for the points with the same displacement 
velocities. The grouping of points with similar values is known as clustering or 
zoning task. Having the groups of similar displacements, it is possible to work out 
the proper prediction model for each group of displacements and detect the 
probable blunders in the measurements. The paper outlines the results of 
geospatial monitoring for landslide and anti-landslide structures carried out for 
small-scale landslide and a system of retaining walls in Kyiv, Ukraine. The 
efficiency of cluster analysis for uniform displacement zone identification has been 
studied by the results of geospatial monitoring. The basic principles and ideas of 
cluster analysis and clustering methods have been given. The different clustering 
methods have been examined. Each clustering method's efficiency has been 
estimated by distance determination methods and similarity measures. The 
quantitative analysis of the considered clustering methods was checked by 
evaluation analysis. The most reliable results in a line of the study have 
demonstrated centroid clustering and furthest neighbor clustering. The determined 
similarity measures for those two methods were almost the same. 

DOI: https://doi.org/10.29169/1927-5129.2023.19.13 

 
*Corresponding Author 
E-mail: rshults@mtu.edu 
 
 
 
 
 
 
© 2023 Andrii and Roman; Licensee SET Publisher. 
This is an open access article licensed under the terms of the Creative Commons Attribution License 
(http://creativecommons.org/licenses/by/4.0/) which permits unrestricted use, distribution and reproduction in any medium, 
provided the work is properly cited.  



Journal of Basic & Applied Sciences, 2023, Volume 19 

 

152 

1. INTRODUCTION 

Landslide monitoring is a challenging problem faced by 
geologists, civil engineers, and surveyors in their 
practice. Apart from the threats that landslides create 
for people and urban facilities, their collapses have a 
significant socioeconomic impact [1, 2]. This is why 
landslide monitoring is essential for management in 
urban territories. Several new monitoring methods and 
technologies have been developed in the last decades. 
Integrating geospatial and non-geospatial technologies 
has allowed for achieving a prominent accuracy and 
quality of monitoring. Terrestrial and satellite 
technologies, such as satellite and ground-based radar 
interferometry, aerial and terrestrial laser scanning, 
close-range and UAV photogrammetry, GNSS, and 
robotic total stations [3-8] have been accompanied by 
various geotechnical technologies [9-11]. Today, we 
may admit that the data collection methods satisfy the 
requirements for detailed landslide analysis. However, 
the prediction of landslide activity is still challenging. 
State-of-the-art landslide susceptibility estimation and 
forecasting methods are based on the last 
achievements of mathematics and physics [12,13]. 
Among the various approaches, it is worth mentioning 
neural networks [14], machine learning methods [15], 
structural mechanics [16], and fuzzy logic [17]. The 
central premise of the correct model construction is the 
proper interpretation of the obtained values. The 
measurement results themselves may mislead 
researchers and make them accept the wrong decision. 
For such a complex problem as landslide monitoring, 
finding a single model describing the deformation 
process is often impossible. The reason is the 
complexity of an even small landslide to which different 
points may undergo displacements with different values 
and directions [18]. Moreover, urban landslides are the 
system that includes the landslide, structures emplaced 
on/nearby the landslide, and the system of anti-
landslide structures, usually retaining walls [19-21]. 
That is why, before constructing any forecasting model, 
it is badly needed to analyze the results. Before the 
simulation, we must be sure that the data are free of 
gross and systematic errors and, what is more critical, 
correspond to the same deformation process, i.e., have 
similar displacements in a statistical sense. The first 
task is being solved by various statistical testing, while 
for the second task, we have to use more advanced 
methods. There are different ways to divide a set of 
deformation targets into zones or blocks where the 
displacements are uniform or changing evenly. 
Statistical methods were the first used to partition the 

results into groups with uniform displacements. 
However, statistical methods operate exclusively with 
displacements and provide a general picture of 
landslide behavior [22]. Meanwhile, such parameters 
as temperature, target coordinates, precipitation, etc., 
significantly impact the displacement value and 
direction. Many attempts have been made to highlight 
the regions of similar displacements, but most used 
simple time series analysis [23,24]. Among the 
methods that may incorporate additional parameters, 
cluster analysis is the most widespread and reliable 
[25-27]. The leverage of cluster analysis has grown 
significantly since disseminating powerful PC and 
machine learning algorithms. The review results have 
suggested to the authors the idea of applying the 
method of cluster analysis to detect the zones of 
uniform displacements. 

The paper's primary goal is to estimate the 
opportunities of cluster analysis for detecting zones 
with uniform displacements for the case study of 
landslides and anti-landslide structures. The paper 
consists of five sections. The first section outlines the 
research problem introduction. The second section 
briefly describes the study objects and monitoring 
results. The third section deals with cluster analysis 
background, while the fourth presents the study results, 
their interpretation, and discussion. The fifth section 
contains conclusions and recommendations. 

2. STUDY OBJECTS 

As mentioned in the introductory section, two objects 
have been selected to study cluster analysis efficiency. 
For both cases, the monitoring workflow was similar. It 
was based on the conventional terrestrial observations 
by total station. The coordinate systems were not 
referenced to state or global coordinate systems to 
exclude possible errors. Generally, the monitoring 
workflow has the following steps given in Figure 1. This 
scheme was applied in both cases. 

The first study object is a small landslide emplaced in 
the center of Kyiv on the right bank of the Dnipro River. 
The landslide has approximate sizes of 100x130 m, 
with a height difference of up to 20 m (see Figure 1). 
The borders of the landslide are portrayed in Figure 3, 
where the designed monitoring network is also given. 
The suggested monitoring network ensured the spatial 
accuracy of approximately 5 mm and 2.9 mm along 
each coordinate axis, respectively. As shown in Figure 
3, the landslide is covered by trees and surrounded by 
buildings. After two observation epochs, the monitoring 
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Figure 1: General workflow of landslide monitoring. 

 

 
Figure 2: Landslide surface. 

 

 
Figure 3: The landslide emplacement and designed monitoring network. 
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scheme was changed, and the final position of the 
monitoring points is presented in Figure 4. 

 
Figure 4: The landslide emplacement and designed 
monitoring network. 

The monitoring lasted one year and contained four 
observation epochs. Finally, the target displacements 
were determined. The values of spatial displacements 
are given in the contour plot in Figure 5, while their 
directions are presented in the vector plot in Figure 6. 
Despite relatively small spatial displacements (-6.0 - -
9.6 mm), for prediction, it is essential to know whether 
the landslide has moved as a whole body or as a set of 
separate blocks. This is why this landslide was 
selected for the following studies. 

 
Figure 5: The landslide displacements field. 

The second study object is a system of retaining walls 
that protects the buildings at the foot of the landslide. 
The landslide slope has a height of 40 meters and a 
width of over 300 meters. The landslide is held by four 
retaining walls (PS-1, PS-2, PS-3, PS-4) (Figure 7). 
The retaining walls’ height varies from 8 to 14 meters. 
All the retaining walls have a pile foundation with piles 
at a depth of 20 meters. 

 
Figure 6: The vector plot of the landslide displacements. 

 

 
Figure 7: A general view of the system of retaining walls. 

To determine the spatial displacements, a network of 
five points was created. The main requirement was to 
determine the displacements in the direction 
perpendicular to the retaining walls' surface. Therefore, 
the highest observation accuracy was achieved along 
this direction (2 mm). The monitoring was carried out 
weekly for six months. The total number of observation 
epochs is 27. Figure 8 demonstrates the determined 
displacements for all targets. 

The preliminary analysis shows that the displacements 
differ depending on the retaining wall, target position, 
observation epoch, etc. The general tendency 
demonstrates the increase of displacements over time. 
The largest displacements were determined for the wall 
PS-2 (up to 25 mm). Therefore, this wall was selected 
for further study. 

3. CLUSTER ANALYSIS 

Before we have an in-depth study of the objects 
considered above, we need to review the main 
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principles and characteristics of cluster analysis that we 
will apply in what follows. One may find a detailed 
description of the clustering algorithms, e.g., in [26,27]. 
The workflow of cluster analysis is given in Figure 9. 

 
Figure 9: Clustering algorithm. 

The first parameter that a researcher must define is a 
distance measure. There are different methods of 
distance measures. The most common methods of 
distance measure are outlined below.  

Euclidean distance is the shortest distance between 
two points that, in a two-dimensional case, is defined 
as 

D(X,Y ) = (Xi !Yi )
2

i=1

m

"           (1) 

Squared Euclidean distance is the distance that better 
takes account of significant differences. This measure 
is suggested for centroid clustering, median clustering, 
and Ward’s method. The measure is defined as 

D2 (X,Y ) = (Xi !Yi )
2

i=1

m

"            (2) 

Correlation between two vectors or Pearson 
correlation. 

r =
(Xi ! X)(Yi !Y )i=1

m
"

(n !1)SXSY
           (3) 

Cosine of distance vectors. This measure ranges from -
1 to +1, which is also valid for the previous measure. 

r =
(XiYi )i=1

m
!
(Xi

2 )
i=1

m
! (Yi

2 )
i=1

m
!

           (4) 

Chebychev distance is the longest of difference 
between two vectors. 

Block measure. This measure is defined as sum of 
absolute differences between pairs of values. 

D(X,Y ) = Xi !Yi
i=1

m

"            (5) 

 
Figure 8: Displacements distribution for each retaining wall. 
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Minkowski distance. 

D(X,Y ) = Xi !Yi
r

i=1

m

"
#

$
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'
(

1
r
           (6) 

Manhattan distance or city block distance is calculated 
as the distance in the X direction plus the distance in 
the Y direction. 

After the measure choice, it is necessary to choose the 
clustering method. Among the basic methods, the most 
popular are: 

k-Means clustering is the method in which the centroid 
of the new cluster is obtained as a mean weighted of 
centroids of both initial clusters. The observation 
number determines the initial clusters' weight 
coefficient (Figure 10). 

 
Figure 10: Centroid clustering. 

Median clustering is similar to centroid clustering, but 
the weights of both clusters are the same. 

Mean linkage (between groups linkage) clustering. For 
the between groups linkage, the distance between 
clusters equals to mean value of distances between all 
possible observation pairs. One observation is taken 
from one cluster, whereas the other is from another. 
Information for distance calculation is determined 
based on all possible observation pairs. 

Ward’s method. In the beginning, the mean values for 
all variables are calculated for both clusters. Then, 
squared Euclidean distances between each 
observation and the mean value of the particular 
variable are figured out. These distances are summed 
up. The clusters are joined for which the increment of 
the sum of distances has the least value. 

Mean linkage (within groups linkage) clustering. For the 
within-groups linkage, the distance between clusters is 
figured out by all possible observation pairs, including 
pairs inside the clusters. 

Nearest neighbor clustering. The distance between two 
clusters is determined as the shortest distance 
between observation pairs (Figure 11). 

 
Figure 11: Nearest neighbor clustering. 

Furthest neighbor clustering. The distance between two 
clusters is determined as the longest distance between 
observation pairs (Figure 12). 

 
Figure 12: Furthest neighbor clustering. 

All the considered methods can be grouped into more 
general clustering methods: Hierarchical clustering, k-
Means and k-Medoids clustering, and k-Nearest 
Neighbor clustering. Some of them need a preliminary 
assignment of clusters’ numbers. The decision about 
the number of clusters is a tricky question. However, 
for such small objects presented in this paper, the 
number of clusters does not exceed three. Moreover, 
four different criteria were used to evaluate the number 
of clusters in k-Means and k-Medoids clustering: 
Calinski-Harabazs, Davis-Bouldin, Silhouette, and Gap. 
The main questions are the existence confirmation of 
the different clusters and targets belonging to the 
different clusters. 

4. CLUSTERING THE STUDY OBJECTS AND 
RESULTS DISCUSSION 

Let’s consider the results of cluster analysis efficiency. 
As it was mentioned, the first study object is a small 
landslide. The considered above clustering methods 
and measures have been tested on this landslide. Input 
parameters for cluster analysis were target spatial 
coordinates, target spatial displacements, and local hill 
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inclination. The data processing has been 
accomplished in IBM SPSS statistical software. Some 
visualizations have been done in MATLAB. In Figure 
13, one may see the clustering results for the centroid 
method for four different measures. Four criteria were 
used to estimate the clusters’ optimal number: Calinski-
Harabazs, Davis-Bouldin, Silhouette, and Gap. The 
sample results of these criteria applications are given in 
Figure 14. 

The obtained clustering results seem unreliable. The 
determined displacements are in a range of 6 – 10 mm. 
The differences between clusters’ centers are less than 
1 mm, which is undetectable with the measurement 
accuracy used. Due to the insignificant values of the 
displacements, different methods output different 
numbers of clusters. In this case, the right decision is to 
infer the absence of any separate clusters and 
determine the landslide as a solid body. This 
conclusion is supported by visual inspection that did 
not recognize any cracks or ruptures in the landslide 

body. With this inference, we may construct a single 
prediction model to simulate landslide movement at an 
arbitrarily chosen point. On the other hand, there are 
some caveats that we have to consider to rule out 
possible wrong decisions. Let’s suppose that we have 
decided to apply the k-Means method. Therefore, we 
have to suppose that our displacements are grouped 
into some number of clusters. For our study, we have 
chosen two clusters. Under this premise, all the 
measures have delivered the same partitioning. The 
sample of such clustering for the k-Means method and 
Euclidean distance measure is given in Figure 15. 

This result looks very optimistic. However, we already 
know that, in real, this landslide has no separate blocks 
and has to be treated as a whole body. Therefore, 
before a final decision, as many clustering methods as 
possible have to be tested, and their evaluation must 
be accomplished. 

The second case is the case of retaining wall 
monitoring. We have a data set that contains 

 
Figure 13: Centroid clustering for a) Euclidean distance; b) Cosine of distance vectors; c) Manhattan distance; d) Correlation 
between two vectors. 
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Figure 14: Evaluation of the optimal number of clusters. 

 
Figure 15: Clustering into two clusters for the k-Means 
method. 

coordinates of deformation targets and displacements 
of these targets. The additional load from surrounding 
structures regarding the retaining wall was used as an 
extra parameter for improving cluster analysis (see 
Figure 16). 

The preliminary analysis of these displacements has 
shown that the displacements are grouped around two 

or three centers. So, as in a previous example, let’s 
carry out the cluster analysis of this data set to 
determine which points belong to which cluster. In 
Figures 17 and 18, there are sample results of the 
cluster analysis for different distance measures 
executed by the k-Means and nearest neighbor 
clustering. 

 
Figure 16: The orientation of retaining walls regarding the 
landslide body. 
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Cluster analysis enabled identifying two blocks within 
which the displacements are uniform. Despite 
insignificant discrepancies in cosine and correlation 
measures, we may confidently believe that the wall is 
split into two separate blocks. For the first block, the 
average displacement is 2 mm; for the second block, 
12 mm, the difference between the average values is 
10 mm. For this case, the estimated accuracy of 
displacement determination was 2 mm. Using the well-

known statistical measure for allowable accuracy of 
displacement determination. 

! = tm 2,             (7) 

where !  is an allowable measurement error, t  is a 
critical value that obeys t-distribution (for probability 
99% and degrees of freedom 26, t = 2.8), m  is a mean 
square error of measurements. 

 
Figure 17: Furthest neighbor clustering for different measures. 
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We may conclude that the difference in average values 
of the two clusters exceeds the triple value of the 
accuracy of displacement determination of 8 mm, and 
therefore, it is likely that individual parts of the wall 
move differently.  

5. CONCLUSIONS 

The presented paper has considered one of the issues 
of landslide monitoring, namely the estimation of 

landslides’ continuity. The goal was to apply cluster 
analysis and test its efficiency to detect the regions of 
uniform displacements. In general, it is known that with 
a large number of deformation targets and a large 
number of measurements, it is tough to determine the 
zones within which the law of displacements is uniform. 
The cluster analysis method can be successfully 
applied to solve the specified problem. The results 
yielded some interesting findings. The only approach 
proving that a landslide consists of different blocks is 

 
Figure 18: k-Means clustering for different measures. 
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the application of different clustering methods. Methods 
that suppose a fixed number of clusters can mislead 
the study being that the number of clusters can be 
smaller or bigger than the suggested value. This is why 
testing various clustering approaches with different 
similarity measures is highly recommended. Each 
clustering result must be estimated by known 
evaluation criteria. If the estimation results differ, there 
is strong evidence that the clustering procedure failed, 
and we need an in-depth study of the particular 
landslide. On the other hand, when the picture is clear, 
all the clustering methods output similar results in 
general. Future studies will have to explore the 
efficiency of the evaluation criteria. The researchers will 
have to clarify which parameters are more suitable for 
different clustering methods of landslides and which will 
provide reliable results. 
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